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1 Introduction

This semester, in the course CS 152: Programming Languages we have studied the properties
and applications of different programming languages, mostly functional languages. We also
devoted one lecture to logic programming, which is another type of a declarative program-
ming paradigm based on formal logic. The main logic programming languages are Prolog
and Answer Set Programming (ASP). In this essay, we will delve into these two languages
and explore the features, procedures, and logical formalism behind them.

2 Prolog

2.1 The Basics

Prolog is a declarative first-order programming language, which has a wide-range of appli-
cations, from natural language processing to artificial intelligence. First-order logic is an
extension of propositional logic which contains predicates, quantifiers, and variables [1, 2].
Prolog (an abbreviation of programmation en logique in French) was created around 1972 by
Alain Colmerauer and Philippe Roussel, based on Robert Kowalski’s procedural interpreta-
tion of Horn clauses [3].

More concretely, a Prolog program consists of one or more predicates, and each predicate
consists of one or more clauses [4]. If a clause has an empty body, then it is unconditionally
true. Once the program is defined, we can then make queries to see if a proposition is true
or not. For example, if we write:

cs_course(cs152).
seas_course(X) :- cs_course(X).

which reads as cs152 is a cs_course and if X is a cs_course then X is a seas_course, we
can query
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seas_course(cs152).

and Prolog will return true. Some of Prolog’s data types include atoms, numbers and
variables, and it also has built-in lists and strings, among other data structures [5].

2.2 Pure Prolog and Extended Constructs

Pure Prolog only uses a subset of first-order logic, Horn clauses, which is Turing-complete.
A clause is a Horn clause if it contains at most one positive literal, and a definite clause is
a Horn clause that has exactly one positive literal [6]. Thus, pure Prolog programs consist
entirely of definite clauses and there is no negation. But pure Prolog was soon extended to
contain constructs such as the Cut operator and negation as failure.

2.2.1 Backtracking and the Cut Operator

How does Prolog solve the queries? It automatically chooses the facts and rules required to
solve a query. To make this choice, it first tries to solve each goal in a query, going from
left to right, and for each goal it attempts to match a corresponding fact or the head of a
corresponding rule, called unification [7]. If unification fails and so no matching is possible,
Prolog then backtracks to the last point in which a matching choice was made. Note that it
might be the case that a Prolog program does not terminate. It is also important to note
that Prolog is a set of clauses, not a list, and so order matters [8].

Motivated by this backtracking procedure, Prolog allows to define a Cut operator !,
which is a goal that always succeeds but cannot be backtracked past. This ensures avoiding
unwanted backtracking, so that some solutions are discarded and space is saved [9]. A cut
which only improves efficiency is known as green cut. On the other hand, a cut that is not
green is called a red cut [9].

2.2.2 Negation as Failure

One of the important logical features of Prolog is the so-called negation as failure. This
means that Prolog follows the assumption that P is false if one has failed to prove that P is
true [10]. Consider the following example [11]:

bacherlor(X) :- male(X), not(married(X)).
male(henry).
male(tom).
married(tom).

If we query not(married(Who)), Prolog will return false because Who=tom, married(Who)
succeeds.

More formally, negation by failure shows how Prolog semantics are extended from SLD
resolutions to SLDNF. Let us define these two terms: SLD is a theorem proving procedure
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that is complete for Horn clauses [32], and so it is the basic inference rule used in logic
programming and by pure Prolog. SLDNF is then obtained by adding negation as failure [12].
Essentially, this logic framework equates "unknown" with "false".

2.2.3 Strong Negation

Strong negation is another kind of negation in the context of logic programming. John
McCarthy gave a famous short example to help distinguish the two negations [13]: say that
we want to express the idea "we can cross the tracks if no train is approaching". With
negation as failure, this would be written as:

cross :- not train.

However, this is saying that we can cross in the absence of information about whether a train
is coming or not, which is not quite capturing the same concept. With strong negation, we
would write:

cross :- -train.

For notation purposes, − refers to the classical negation (or strong negation), and ∼
refers to negation as failure.

We can also combine both types of negation, which allows us to express the closed-world
assumption (CWA) [13]: a formal system of logic used for knowledge representation (KR)
which presupposes that a statement that is true is also known to be true [19]. So, conversely,
this means that a statement that is not currently known is considered to be false.

Moreover, all of these types of negation are non-monotonic (by failure, strong, and CWA),
meaning that if we add new assumptions to a theory, we might invalidate some conclusion
whose truth we already determined. So both Prolog and ASP are non-monotonic logic
programming languages.

2.3 Other Non-Monotonic Logic Programming

Other extensions of non-monotonic logic programming have been developed, such as:

1. Abductive logic programming: this allows for some predicates, called abducible, to be
undefined. Instead of failing in a proof when a selected subgoal fails to unify with the
head of any rule, the subhead can be viewed as a hypothesis. This is similar to viewing
abducibles as "askable" conditions which are treated as qualifications to answers to
queries [23].

2. Concurrent logic programming: this allows for evaluating goals in parallel (hence the
name concurrently). This allows for logic programs to take advantage of current parallel
and multi-distributed systems [1]. A famous concurrent logic program is Parlog [23].
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3. Constraint logic programming: this is the merger of two declarative paradigms, con-
straint solving and logic programming. Solving a problem with constraints means
finding a way to assign values to all its variables such that all constraints are satisfied.
Since constraints can be seen as relations or predicates and constraint solving can be
seen as a general form of unification, it makes sense to embed constraint solving into
logical programming [24]. The first CLP language was Prolog II [25].

4. Inductive logic programming: investigates the inductive construction of first-order
clausal theories from examples and background knowledge [26]. Given a set of labeled
examples E and a background knowledge B, an ILP system will try to find hypothesis
function H that minimizes a specified loss [27]. Progol is a famous implementation of
inductive logic programming (ILP).

Other extensions of logic programming are possible, for example λProlog as part of the
Higher-order logic programming paradigm.

3 Answer Set Programming

3.1 Stable Model Semantics

The above discussion on negation by failure provides a good motivation for introducing stable
model semantics. Consider the following rules [20]:

p(1).
p(2).

q(3) :- ∼r(s).
r(X) :- p(X), ∼q(X).

The above program yields two possible answer sets, written:

{p(1), p(2), p(3), q(3), r(1), r(2)}

and

{p(1), p(2), p(3), r(3), r(1), r(2)}.

An answer set solver is a program that takes a logic program as an input and outputs all
the answers sets of that program [20]. This is exactly what ASP does.

Let us define exactly what a stable model is, i.e. when a model of a propositional formula
is stable. Informally, a set X of atoms is a stable model of a logic program P if [30]:

1. X is a (classical) model of P , and

2. All atoms in X are justified by some rule in P .
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The formal definition of stable model uses two conventions: first, a truth assignment is
identified with the set of atoms that are true (as we did in the example above). Second, we
identify any set X of atoms with the truth assignment that makes all elements of X true
and makes all other atoms false [13].

Once we have fixed the conventions, let us see how to compute the answer set of a logic
program. To do so, we need to define the term reduct [13]:

Definition 1. The reduct FX of a propositional formula F relative to a set X of atoms is
the formula obtained form F by replacing each maximal subformula that is not satisfied by
X with ⊥ (i.e. unconditionally false).

Then, we can formally define a stable model :

Definition 2. X is a stable model of F if X is minimal among the sets satisfying FX .

Note that the key in these procedures is the elimination of negation; indeed, the reduct
we found above does not contain any negated atom, as required.

To see an example, recall the program given at the beginning of this section, and let
S = p(1), p(2), p(3) be the set that we want to test whether it is an answer set of the
program. Then, the reduct of the program with respect to S is [20]:

p(1).
p(2).
q(3).
r(1) :- p(1).
r(2) :- p(2).
r(3) :- p(3).

In practice, to find the reduct we should first find the grounded instantiation of the
program, see [20]. As a side note, this grounded instantiation is tightly related to the concept
of Herbrand base and Herbrand interpretation in first-order logic, since the Herbrand base
of a program is precisely the set ground atoms (terms without variables) built from the
predicates and the Herbrand universe of the program [21].

Observe that a program with negations can have zero, one, or many stable models. For
example,

p :- not p.

has no stable models. On the other hand, a program without negations, then there is only
one stable model, which is minimal. Otherwise, we need to find the reduct, as seen above.

The different number of stable models lies precisely at the core difference between Prolog
and ASP. In Prolog, the presence of programs with negation that do not have a unique stable
model cause trouble and the SLDNF resolution does not terminate on them [17]. However,
ASP embraces the disparity of stable models and treats the stable models of the programs
as solutions to a given search program.
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3.2 ASP: The Basics and Functioning

Answer set programming is a form of declarative programming which is oriented towards
difficult search problems, normally NP-hard. It is based on the stable model semantics
of logic programming that we discussed in the previous section [13]. This new computing
paradigm that uses answer set solvers for search was introduced by Marek and Truszczyńsk
in 1999.

On a syntactic level, ASP programs look like programs in Prolog, but the computational
mechanisms for ASP is different: they are based on the satisfiability solvers for propositional
logic [14]. An important syntactic difference between ASP and Prolog is that ASP has choice
rules, which allows to use disjunction in the head of a rule [22]. For example, writing p.
declares that p may be true or not, so this produces two answer sets: ∅ and p. We can
also add constrained choice rules, for example, writing 1 {p, q, r} 2. means that the
stable model must be choosing at least one of p, q, r, but no more than 2. ASP uses the
CWA approach: the given information is treated as complete information and the problem
is solved under this assumption [29].

In ASP, as we started explaining in the previous section, search problems are reduced
to computing stable models, and to perform search it uses answer set solvers-programs for
generating stable models [13]. This search algorithm that is used to find the answer set solvers
are versions of the DPLL algorithm (Davis-Putnam-Logemann-Loveland), a backtracking-
based search algorithm for logic formulas, which is also used for SAT solvers [15].

Therefore, to solve a search problem with ASP we need to model the problem as a logical
program. The ASP solving process then consists of two steps [18]:

1. A grounder converts a first-order program into a propositional logic, by systematically
replacing variables with concrete values from some domain.

2. A solver takes the ground program and assigns truth values to atoms to obtain the
stable models of the program.

Most modern answer set solving tools use front-end lparse or gringo for grounders
and cmodels or clasp for answer set solvers [23]. These can be put together by languages
such as clingo for example, which combines gringo and clasp into a monolithic system.

As it is clear from the suitability of ASP to solve search problems with potentially finitely
many solutions, ASP has a strong relation to classic NP-problems. With its declarative
format, it is quite straight-forward to code all the well-known NP-hard problems: 3-Coloring,
Hamiltonian Cycle, Travelling Salesman, Knapsack problem, and so on. Of course, this
indicates that testing whether a finite ground logic program has a stable model is NP-
complete [21].
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4 Comparison between Prolog and ASP

As indicated above, these two logic programming languages are very similar, but not equiv-
alent. In this section we will highlight the main differences between Prolog and ASP:

1. ASP and Prolog belong to two different paradigms: Prolog follows a Theorem-Proving-
Based approach, where the solution to the program corresponds to the solution given by
the derivation of a query. On the other hand, ASP follows a Model-Generation-Based
Approach, where the solution is given by the model of the representation [18].

2. ASP is extended with choice rules, which Prolog does not have. This implies that ASP
is non-deterministic and there is a possibility of making guesses [17].

3. ASP is inference-based on SAT solvers, rather than Prolog’s backwards chaining [16].

4. In ASP the order of the program rules does not matter and termination is not an issue,
as opposed to Prolog [17]. That is, the enhanced DLPP method used by ASP always
terminates, whereas a Prolog query might enter into an infinite loop. This means
that ASP is a pure declarative programming language, whereas Prolog is not. The
Cut operator is another construct that makes Prolog not purely declarative. Other
similar languages to Prolog, such as Datalog, are purely declarative, but they restrict
the language [8].

5. In ASP, the answer set solvers are found using a bottom-up approach, whereas in
Prolog the backtracking is performed top-down [18].

6. ASP is a representation language, meaning that problem specification and problem
solving are decoupled. This is not the case for Prolog, which is a programming language
because the user is allowed to exercise control [18].

Despite these differences, researchers have tried to put these two paradigms together.
For example, in [23] they identify an issue of the ASP functioning called grounding bottle-
neck. This identifies a problem in the intermediate step between grounding and solving:
the grounding bottleneck refers to situations where grounding results in programs are too
large for the solving tools to handle effectively. In the paper, they propose a solution by
implementing an approach for combining backtracking-based search algorithms of answer set
solvers with the SLDNF resolution from Prolog, called asp+prolog. As another example,
in [31] they propose asp-prolog, a tight and well-defined integration of Prolog and Answer
Set Programming. The motivation is the identification of aspects of reasoning that cannot
be correctly expressed in ASP, and so the idea of asp-prolog is to have Prolog modules
that can access any ASP module, read its content, and modify it.
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